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Abstract—An image descriptor is a system that generates a 
voice description of the context of an image. The initial step 
involves the generation of a textual description of the image. It 
entails analyzing an image with machine learning algorithms and 
producing a description of the image in natural language. The 
obtained captions are then converted to voice output. Systems for 
captioning images can be used for a variety of purposes, including 
assisting those who are visually impaired in comprehending what 
is being depicted in a picture or assisting search engines in 
comprehending picture content and enhancing search results. 
Building systems for captioning images can be done in a number 
of ways. One method entails employing a neural network to 
compress the image into a representation, followed by another 
neural network to decode the representation into a description 
in natural language. 
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I. INTRODUCTION 
 

Image captioning is an active area of research in the field of 
artificial intelligence and machine learning. The development 
of image captioning systems has been influenced by several 
factors, including advances in deep learning and natural lan- 
guage processing, as well as the availability of large datasets of 
images and text descriptions. One of the earliest approaches 
to image captioning involved using hand-crafted features to 
represent the content of an image and then using these features 
to generate a textual description. However, these systems were 
limited in their ability to accurately describe complex images. 
With the advent of deep learning, researchers were able to 
develop more powerful image captioning systems that could 
analyze images at a higher level of abstraction. These systems 
used neural networks to learn a compact representation of the 
image and then used a separate neural network to decode the 
representation into a natural language description. In recent 
years, there have been many significant advances in image 
captioning, including the development of more powerful neural 
network architectures, the use of attention mechanisms to 
focus on specific regions of the image, and the use of large- 
scale datasets to train image captioning systems. 

 
II. LITERATURE SURVEY 

 
A model for image captioning in the Hindi language is 

developed. The dataset is manually created by translating 
well known MSCOCO dataset from English to Hindi. Also, 
different types of attention-based architectures are developed 
for image captioning in the Hindi language. The obtained 
results of the proposed model are compared with several 
baselines in terms of BLEU scores [1]. 
A review of different architectures used for image captioning 
using different datasets and evaluated using different evalua- 
tion metrics.By this comparison, it is clear that Anderson et al. 
performed well on the MSCOCO dataset. Their method has 
surpassed previous work. This is because it uses an attention 
mechanism that focuses only on relevant objects in the image 
[5]. 
LRCN, a class of models that is both spatially and temporally 
deep, and flexible enough to be applied to a variety of vision 
tasks involving sequential inputs and outputs is introduced. 
Results show that such models have distinct advantages over 
models for recognition or generation which are separately 
defined or optimized [7]. 
A survey that provides an overview of image captioning 
methods, from technical architectures to datasets, evaluation 
metrics, and a comparison of recent approaches.Aims to 
discover an efficient method for processing the query image, 
representing its content, and transforming it into a sentence 
by creating connections between textual and visual elements 
while maintaining language fluency [8]. 
An introduction of algorithms and techniques used in the 
field of text generation like distributed representation of words 
CNN, LSTM, BRNN etc. Also, the activation functions like 
the Sigmiod, and the optimization techniques like the Stochas- 
tic Gradient Descent (SGD) are mentioned along with the 
recent techniques for text generation like VAE and GAN [9]. 
A discussion on the classification of various image clas- 
sifiers used for image classification where its fundamental 
concepts are mainly discussed along with their advantages 
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and disadvantages for the following like KNN classifier,Linear 
classifier,Softmax,CNN and arrived the conclusion that among 
these CNN shows the best results. [12]. 
A deep learning method for generating captions with ob- 
ject detection and feature extraction using neural networks 
includes various steps such as object detection,creating at- 
tributes,encoder and decoder.The method was tested on a 
Flickr 8k dataset. Compared to the already available pic- 
ture caption creation generators, the suggested deep learning 
methodology produced captions with greater descriptive mean- 
ing. [11]. 

 
 

 
 

Fig. 1. Basic architecture of proposed system 

III. METHODOLOGY 
The basic steps involved in building our model are explained 

below with the help of a figure 1: 
• Collect a dataset of images and their corresponding 

captions. This dataset will be used to train the image 
captioning model. Here the dataset we have decided is 
Flickr 30k. It is a dataset used for understanding the 
visual media that correspond to a linguistic expression 
and it contains 31,000 images collected from Flickr, 
together with 5 reference sentences provided by human 
annotators. 

• The model choosen here is a combination of Convo- 
lutional Neural Network(CNN) and Bidirectional Long 
Short Term(Bi-LSTM). 

• Train the model on the dataset. This will involve feeding 
the images and captions into the model, and using an 
optimizer to adjust the model’s weights and biases to 
minimize the loss function. Optimizers like the Stochastic 
Gradient Descent can be used. 

• Evaluate the model on a separate test set. This will help to 
determine how well the model is able to generate accurate 
captions for images it has not seen before. 

• Fine-tune the model. Adjusting the model architecture, 
training on a larger dataset, or using different optimiza- 
tion techniques to improve the model’s performance. 

• Test the trained model on a separate dataset to evaluate 
its performance. This can be done using various metrics, 
such as BLEU scores or METEOR scores, which measure 
the similarity between the generated text and a reference 
description. 

Once the model is created, Google text to speech API is used 
for generating voice output for the generated captions. The 
user interface for android app is created using Kivy framework 
in python. 

A. Architecture 

After performing the extensive literature survey, it was 
found that the most widely used approach involves using 
a neural network to encode the image into a compact 
representation, and then using a separate neural network to 
decode the representation into a natural language description. 
The neural networks are typically trained on a large dataset of 
images and their corresponding text descriptions, and the goal 
is to learn a model that can generate accurate descriptions 

 
for new images. The figure 2 shows the architecture of our 
image captioning model. 

 
 
 

 
 

Fig. 2. Architecture of Image Captioning Model 
 
 

Convolutional Neural networks-Convolutional Neural 
networks are specialized deep neural networks which is able 
to process the data that has input shape like a 2D matrix. 
Images can easily be represented as a 2D matrix and CNN is 
very useful in working with images. CNN is basically used 
for image classifications and identifying if an image is a 
tiger, a car or a plant etc. It scans images from left to right 
and top to bottom to find important features from the image 
and combines the feature to classify images. It can handle the 
images that have been translated, rotated, scaled and changes 
in perspective. We are using ResNet101 which is a pretrained 
CNN based model as the encoder. 

 
Bi-directional Long Short-Term Memory-Bi-LSTM 
networks can be used in the process of image captioning, 
which involves generating a natural language description 
of an image. In an image captioning system that uses a Bi- 
LSTM, the Bi-LSTM is typically used to decode the compact 
representation of the image, which is generated by a 
convolutional neural network (CNN). The CNN encodes the 
image into a fixed-length vector, which is then input to the Bi- 
LSTM. The Bi-LSTM processes the vector and generates a 
sequence of words that form the caption for the image. One 
advantage of using a Bi-LSTM in image captioning is that 
it can consider both past and future context when 
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generating the caption. This can be important because the 
words in a caption are often interdependent, and the meaning 
of a word can depend on the words that come before and 
after it. There are several ways to train a Bi-LSTM for image 
captioning, such as using supervised learning with a large 
dataset of images and their corresponding text descriptions, 
or using reinforcement learning to optimize the Bi-LSTM for 
a specific task or metric. 

 

Fig. 3. Bi-LSTM architecture 
 
 
 
 

B. Technologies used 

Google Cloud Text-to-Speech- Google Cloud Text-to- 
Speech is a cloud-based service that converts text into natural- 
sounding synthesized speech. The service uses machine 
learning algorithms to synthesize speech that is similar to 
human voice patterns, making it possible to generate speech 
that is natural and easy to understand. One of the key 
features of Google Cloud Text-to-Speech is its support for 
a wide range of languages and voices. The service currently 
supports over 180 voices in 30 languages, including 
Malayalam. This makes it possible to use the service to 
generate speech in a variety of languages and accents, making 
it suitable for a wide range of use cases. 

 
TensorFlow- TensorFlow is a free and open-source software 
library. It can be used to solve a variety of problems, but the 
focus is on training and inference of deep neural networks. 
It is a symbolic math library used for machine learning 
applications such as neural networks. It allows developers to 
create data flow graphs to easily build and deploy machine 
learning models. In image captioning models, TensorFlow 
is used to build and train deep neural networks that can 
understand natural language and interpret images. By training 
the model with a large set of images and captions, the model 
can learn to map an image to a caption. The model can then 
be used to generate captions for new images. TensorFlow can 
also be used to optimize the model parameters such as the 
learning rate, number of layers, and number of neurons. This 
makes the model more accurate and faster. 

Kivy- Kivy is a free and open source Python framework 
for developing mobile apps and other multitouch application 
software with a natural user interface (NUI). It is designed 
to be highly flexible and customizable, allowing developers 
to create applications for a wide range of platforms. Kivy 
can be used in image captioning models by providing the 
user interface and user experience. Kivy allows developers to 
create a user interface for an image captioning model quickly, 
with features such as drag and drop, custom UI elements, and 
live previews. This makes it easy and fast for users to interact 
with the model and generate captions for images. Kivy also 
allows developers to create custom UI elements such as 
buttons, sliders, and text fields that can be used to customize 
and control the image captioning model. Furthermore, Kivy 
can be used to create a mobile app for the model, allowing 
users to access the model on their mobile devices. 

C. Dataset preparation 

The Flickr30k dataset is a collection of images and their 
corresponding text descriptions. It consists of approximately 
30,000 images, each with five different text descriptions writ- 
ten by different annotators. The dataset is often used to 
evaluate and compare the performance of image captioning 
systems. 
This dataset is widely used for the purpose of image captioning 
and it does not require any pre processing steps before using 
it for training the model. Flickr30k Data Fields: 
• images: tensor containing the image 
• texts: tensor to represent text associated with the image. 
• comment nos: tensor to represent the number of comments. 

 

IV. EVALUATION 
The model is expected to have lesser errors and also 

reduced loss function than the existing models. The model is 
trained to generate captions that resonate well with visually 
impaired people. 

 

A. Comparison of a CNN and LSTM model with our CNN 

and Bi-LSTM model 

A basic CNN-LSTM image caption generating model typ- 
ically consists of a convolutional neural network (CNN) that 
processes the input image and extracts its features, followed 
by a long short-term memory (LSTM) network that generates 
the corresponding caption. The CNN extracts spatial features 
from the image, while the LSTM is responsible for generating 
the caption by taking into account the temporal dependencies 
between the words. 
On the other hand, this CNN-BiLSTM image caption gen- 
erating model adds a bidirectional LSTM (BiLSTM) to the 
CNN-LSTM architecture. The BiLSTM network processes 
the output of the CNN and generates a sequence of feature 
vectors that contain information about the input image in both 
forward and backward directions. This allows the model to 
better capture the dependencies between the image and the 
generated caption, leading to more accurate and descriptive 
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captions. 
In terms of performance, the CNN-BiLSTM image caption 
generating model generally outperforms a CNN-LSTM model 
due to its ability to capture more complex dependencies 
between the image and the generated caption. The bidirectional 
nature of the BiLSTM allows the model to better understand 
the context and meaning of the words in the caption, leading 
to more fluent and natural-sounding captions.It can perform 
better due to its ability to capture more complex dependencies 
and generate more natural-sounding captions. 

B. Evaluation metric 

BLEU (Bilingual Evaluation Understudy), is a metric for 
evaluating the quality of machine-generated translations, 
especially in the context of natural language processing 
(NLP) tasks. BLEU score measures the similarity between 
the machine-generated translation and one or more human 
reference translations. It does this by computing the n-gram 
overlap between the machine-generated output and the 
reference translations.The score is based on a weighted 
geometric mean of n-gram precisions, where n is typically 
1, 2, 3, or 4. The weights are based on the lengths of the n- 
grams, with shorter n-grams being given more weight. The 
final score ranges from 0 to 1, with higher scores indicating 
better translation quality. 

 
Our model has a BLEU score of 0.64. A Bleu score of 
0.64 indicates that the generated captions are moderately 
similar to the human-written captions for the given images.The 
score suggests that the image caption generator has achieved 
a reasonable level of accuracy in generating captions that are 
comparable to human-generated captions. 

V. CONCLUSION 
The development of an effective image descriptor for visu- 

ally impaired individuals is a crucial step toward improving 
their ability to understand and interact with the visual world. 
In this project, we aim to explore the use of deep learning 
methods, including convolutional neural networks (CNN) and 
bidirectional long short-term memory (BiLSTM) networks, to 
create such a descriptor. For this, we are planning to use 
the Flickr30K dataset, which consists of a large collection of 
images annotated with descriptive captions.CNN will be used 
as an encoder to extract features from the images and BiLSTM 
will be used as a decoder to generate descriptive captions 
based on these features. The CNN-BiLSTM image descriptor 
is expected to achieve high accuracy levels on various image 
classification tasks. This project has the potential to signifi- 
cantly improve the ability of visually impaired individuals to 
understand and interact with the visual world. Further research 
could be conducted to improve the performance of the model, 
such as exploring different CNN and BiLSTM architectures 
or incorporating additional datasets. Additionally, future work 
could also focus on integrating the image descriptor into 
a larger assistive technology system for visually impaired 
individuals, such as a screen reader or mobile application. 
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